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ÅThe standard psychological model of 2AFC decision making (the drift-diffusion
model [1]) sets decision thresholds to tune the speed-accuracy and choice balance.

ÅIt is unknown how animals learn these decision thresholds.
ÅWe consider rewards based on the cost function of an equivalent statistical test [2]

(SPRT). However, these rewards are stochastic and hence challenging to optimize.
ÅHere we introduce two successful optimization methods based on reinforcement

learning and discuss the relation with animal learning.
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REINFORCE vs Bayesian optimizationBayesian optimization

Å Proposed 2 learning rules for decision thresholds in drift-diffusion model of decision
making. Key step to use singletrial rewards based on trial averagedcost function.

Å REINFORCE is a simple 2-factor single-trial learning rule for neural networks;
based on policy gradient method (equivalent to using trial-averaged gradients).

Å Bayesian optimization fits a probabilistic (GP) model to the rewards, to sample
thresholds to maximize the improvement over the current best estimate.

Å REINFORCE uses more trials to learn, but is more accurate and computationally
faster than Bayesian optimization. It also better resembles animal learning.
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Threshold learning

Drift-diffusion model: evidence updateᾀὸ ρ ᾀὸ ЎᾀȟincrementЎᾀͯὔ‘ȟ„
decision termination at one of two choices forᾀὸ — orᾀὸ —

Sequentialprobability ratio test (SPRT): Bayesian 2-hypothesis test; equivalent to drift
diffusion model for Gaussian likelihoods. Optimal under cost function of expected
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Optimizationproblem: find the decision thresholds— and— that optimizeὅÒÉÓË

Rewardfunction: Equivalent single-trial rewards:
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Reinforcementlearning: equivalently can
maximize expected reward E(R) ὅÒÉÓË

Issue: these rewards are highly stochastic
and hence challenging to optimize.
(See figures – standard methods will fail)

Reward with 2 thresholds
(averaged over 100 trials)

Consider thresholds a linear combination
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with coefficientsίexponentially spread (n-ary

coding) for stochastic unitsώ πȟρwith
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Then the REINFORCE learning rule is

Ўύ ‍ώ Ὢύ Ὑ

and implements a policy gradient method [3].

Reward dependence on the decision threshold
is modelled with a Gaussian process
Ὑ—ȟ— Ὃͯὖά—ȟ— ȟὯ—ȟ—Ƞ—ᴂȟ—ᴂ

fitting a mean ά & squared-exp covariance ὯȢ
Sampled thresholds are chosen to maximize the

normal CDF: ‌—ȟ— ɮ
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i.e. the chance of improvement over the current
best estimate Ὑ—ᶻȟ—ᶻȢBayesian optimization
iterates the GP-fit and data acquisition [4].

Singlelearningepisode: REINFORCE with decision costsὧ πȢπυȟὡ πȢρȟὡ ρȢ

Multiple learningepisodes: REINFORCE with equal thresholds— —; ϳπ ὧὡ ϳὧὡ πȢρ

Multiple learningepisodes: REINFORCE with two thresholds; costs ϳπ ὧὡ ρȟ ϳπ ὧὡ ρ

Comparison with animal experiments

Singlelearningepisode: Bayesian opt. with decision costsὧ πȢπυȟὡ πȢρȟὡ ρȢ

Multiple episodes REINFORCE Bayesian optimization

Computation time 0.5 sec (5000 trials) 50 sec (500 trials)

Uncertainty ɝ— 0.23 0.75

Rodentdata [5] over the acquisition phase of a
vibrotactile 2-alternative forced-choice (2AFC)
task shows learning over 5ͯ000 trials.

Resembles the REINFORCE learning rule.

However, the animal progressively improves in
accuracy (slowing decision time), whereas both
threshold learning methods do the opposite.
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Session (of 200 trials)
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